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A Semianalytic Radiance Model of Ocean Color

HOWARD R. GORDON,l OTIS B. BROWN,2 ROBERT H. EVANS,* JAMES W. BROWN,l

RAYMOND C. SMITH,3 KAREN S. BAKER,4 AND DENNIS K. CLARKS

A semianalytical radiance modeI is developed which prdlcts the upwelled spectral radiance at the sea
surface as a function of the phytoplankton pigment mncentration for Morel Case 1 waters. The model is
in good agreement with experimental measurements carried out in waters which were not included in the
data base used to derive it. It suggests that the observed variability in the radiance is due to variations in
the backscattering of plankton and the associated detntal material. The model is extended to include
other material in the water, such as dissolved organic material, referred to as yellow substarrms, and
detached coccoli(hs from coccolithophorid, e.g., Emiliana huxleyi. Potential applications include an
improved bio-optical algorithm for the retrieval of pigment concentrations from satellite imagery in the
presence of interference from detached coccolith and an improved atmospheric correction for satellite
imagery. The model also serves to identify and to interpret deviations from Case 1 waters.

INmODucmON

The quantitative assessment of marine phytoplankton pro-
duction and the role of this production for the possible stor-
age of C02 in the oceans is a critical environmental and scien-
tific problem. The oceans cover nearly three-fourths of the
Earth’s surface. They exhibit physical and biological varia-
bility over a wide range of space and time scafes, which have
led to recent development in multiplatfortn sampling strategies

[Smith et af., 1987, and references therein]. Multiplatforrn
(ship, buoy, aircraft, and satellite) sampling strategies allow
distributions of physical and biological properties to be mea-
sured over large areas synoptically and over long time periods.
These new sampling strategies rely on bio-optical models,
which link ocean optical properties and in-water biological
constituents for the remote (aircraft and satellite) and/or the
continuous (ship and buoy) estimation of these constituents.
We present here a semianalytic radiance model which predicts
the upwelled spectral radiance at the sea surface as a function
of the phytoplankton pigment biomass for Case 1 waters.

For analysis and interpretation of the color of the ocean,
whether observed from just beneath the sea surface or at satel-
lite altitudes, Morel and Gordon [1980] describe three ap-

proaches:(1) empirical,i.e.,relyingcompletelyon statistical
relationshipsbetweentheupwardradianceat theseasurface
andthequantityof interest;(2) semiempirical,in whichsome
modelingof the physicsis introduced;and (3) analytic,in
whichradiativetransfermodelsare used to extract the in-
herent optical properties from which the desired quantities are
derived. Analyses of ocean color data acquired by the Coastal
Zone Color Scanner (CZCS) on the research satellite Nimbus
7 [Gordon et al., 1980; Gordon and Morel, 1983; Hovis et al.,
1980] have employed empiricsd algorithms to derive phyto-
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plankton pigment concentration (the sum of the con-
centrations of chlorophyll a and its degradation product

phaeophytin a) from atmospherically corrected radiances and
semiempirical methods [Austin and Petzold, 1981] to derive
the difluse attenuation coefficient of the water in the blue-

green region of the spectrum. Morel [1980] demonstrated the
use of an analytic method to extract the pigment con-
centration from in-water diffuse reflectance measurements,
even in waters where the presence of high turbidity can con-
siderably alter their appearance. Such analytic procedures
have yet to be extended to satellite observations because of the
dificulty of achieving atmospheric correction of suficient ac-

curacy. Thus to increase the quality of the analysis of satellite
observations of ocean color, better techniques of atmospheric
correction are required. This was the original motivation for
the work presented here.

As briefly described in the appendix, CZCS atmospheric

correction is effected by assessing the radiance contribution of
the atmosphere in spectral bands at which the radiance exiting
the ocean is known and extrapolating the aerosol component
of the atmospheric contribution to bands where the water-
leaving radiance is desired in order to derive the pigment
concentration. At present, this can be carried out directly only
for picture elements (pixels) in the image where the pigment
concentration is smaller than 0.25 mg m-3, in which case the
spectral water-leaving radiance LW(2)is known at wavelengths,
A of 520, 550, and 670 nm [Gordon and Clark, 1981]. For the
rest of the image, where LW(520) and L4550) are unknown, the
aerosol is assumed to possess the same spectral behavior, an
assumption which fails when the physicaf properties (size dis-
tribution and composition) of the aerosol are dependent on
position. Thus it would be useful to be able to assess the
aerosol properties at each individual pixel, or at least at a
large enough number of pixels to be able to determine their
low-frequency spatial variation. This of course requires knowl-
edge of the scene water-leaving radiance in severaf spectral
bands. In waters defined as Morel Case 1 [Morel and Prieur,
1977], i.e., waters for which phytoplankton and their associ-
ated debris control the optical properties, the water-leaving
radiance should depend only on the pigment concentration.
Therefore pixel-by-pixel atmospheric correction requires a rel-
ationship between spectral radiance and pigment con-
centration. In this paper, we model such a relationship.

The focus of our effort, unlike the models of carder et al.
[1985, 1986a, b], which were developed to explaindatafor a
specific reflectance spectrumor data acquiredirt a given
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region, will be to model the totality of Case 1 waters, i.e., our

model will be judged in a statistical sense by comparison with
experimental data froma variety of Case 1 waters. We explain
the “noisy” pigment-radiance relationship observed for pig-
ment concentrations above about 0.25 mg m-3 [Gordon and
Clark, 1981] in terms of the natural variation of the back-
scattering of the phytoplankton-detritus combination. Our
model is similar to that presented by Gordon and Morel
[1983], which shows that ratios of the diffuse reflectance at
two wavelengths can be derived from the average optical
properties of the suspended and dissolved material. Their
derived ratios were found to be in excellent agreement with
the statistically derived experimental counterparts. Here, how-
ever, we focus on the actual normalized water-leaving radi-
ances, rather than just the ratios of diffuse reflectance. The
basic optical model used here closely follows that of Gordon
and Morel [1983].

In what follows, we first relate the normalized water-leaving
radiance to the optical properties of the water and its constit-
uents. Then an optical model of the dependence of the absorp-
tion and backscattering coe~cients of the phytoplankton and
their immediate detritus on the pigment concentration is de-
scribed and is used to relate the radiance to the pigment con-

centration. The results are then compared with surface and
satellite measurements. Finally, applications are described,
and the model is extended to include the effects of other ma-
terial often seen in the water, i.e., detached coccolith from
coccolithophorid.

THE RADIANCE MODEL

Preliminary Considerations

We start by defining the normalized water-leaving radiance

[LW]~, following Gordon and Clark [1981],

[LW]N =
[

(1 – p)(l – p)FoR

m2Q(l – rR) 1 (1)

where p is the Fresnel reflectance of the sea surface for normal
incidence; ~ is the Fresnel reflection albedo of the sea surface
for irradiance from the Sun and sky; FO is the mean extrater-
restrial solar irradiance; R is the irradiance reflectance just
beneath the sea surface (R = Eu/E~, where E. and Ed are the
upwelling and downwelling irradiance just beneath the sur-

face respectively; m is the index of refraction of water; and Q
is the ratio of the upwelling radiance to the upwelling irradi-
ance toward the zenith. Q equals n for a totally diffuse radi-
ance distribution and, although it has received little experi-
mental attention, appears to be between 4 and 5 and some-
what dependent on wavelength for radiance distributions ob-
served in nature [Austin, 1979]. Note that the term (1 – rR) in
the denominator (where r, the water-air reflectance for totally
diffuse irradiance, is about 0.48 and accounts for the effect of
internal reflectance of the upwelling radiance field by the sea
surface), which was left out of the definition of Gordon anrf
Cfark [1981], has been explicitly included in (l); however, it is
relatively unimportant since the maximum value of R in Case
1 waters is 0.08-0.10.

The value of p is found to be nearly independent of the
wind speed [Austin, 1974] and can be taken to be 0.021 over
the visible spectrum. The value of P depends in a complicated
manner on the solar zenith angle 00 through the dependence
of the relative amounts of direct sunlight and diffuse skylight
incident on the sea surface. Here ~ is less than 0.1 when 00 is

less than 60”, which is the typical situation in most CZCS

applications. Plass et al. [1975] and Preisendorfer and Mobley
[1986] have shown that in the range O <00<60°, ~ is practi-
cally independent of the wind speed. This means that it can be
computed under the assumption that the ocean is flat. For

0<80<60° the reflectivity of the direct solar beam is be.
tween 0.021 and 0.064, while the reflectance for totally diffuse
skylight is 0.066. Therefore if a mean value of 0.043 is taken
for ~, the factor (1 – P) in (1) would be expected to vary
between 0.934 and 0.979, or less than 3% about the mean of
0.957.

Normalized water-leaving radiance is that which would exit
the sea surface if the Sun were at the zenith and if the atmo-
sphere were absent, i.e., Lw = [L.w],vt(Oo) cos O., where t is the

diffuse transmittance of the atmosphere [Gordon et al., 1983 b].
Thus it is meaningful to compare normalized water-leaving
radiances for different locations and times. Equation (1) shows
that [LW]~ is related to the optical properties of the water
through R and Q in the combination R/Q. Gordon [1986] has
recently carried out extensive computations of R/Q as a func-
tion of the optical properties of the water and the solar zenith
angle 80 and has concluded that for 80>20°, R/Q can be
directly related to the inherent optical properties of the water
[Preisendorfer, 1961, 1965], the absorption coefficient a, and
the backscattering coefficient, bb, through

(2)

where 11 = 0.0949 and 12 = 0.0794. The error in (2) is signifi-
cantly less than 100/. for a wide range of realistic scattering

phase functions. For 00 <20°, R/Q depends on the specific
details of the scattering phase function in the backward direc-
tion. In order to use this relationship to compute [LW]N, one

must relate a and b~, spectrally, to the constituent con-
centrations in the water. For Case 1 waters, by hypothesis,

only one constituent concentration is required: the phyto-
plankton pigment concentration C. There are two possibilities
for accomplishing this. The direct method is to use the absorp-

tion coefficient of water aw and the specific absorption coef-

ficient a,* of phytoplankton [,vfore~ and Prieur, 1977], i.e.,
a = aw + a, *C, or one of the more recent models of phyto-
plankton absorption given by Prieur and Sathyendranath
[1981], and then to develop a relationship between b, and C

[Gordon and Morel, 1983; Morel, 1980]. The indirect method
is to circumvent the use of a by noting that K, the downwell-
ing irradiance attenuation coe~lcient, can be related to a + bti
Gordon et af. [1975] show that

K~ lb.li
(3)

where c is the beam attenuation coefficient (c = u + b, where b
is the scattering coefficient), b~ is the forward scattering coef-
ficient (b = bl + b~), k. = 1.000, kl = – 0.996, k2 = 0.109, and
k, = – 0.153. On the basis of more recent computations
[Gordon, 1986], a more satisfactory relationship can be

derived, i.e.,

():=~.il_2i
i=] c

(3’)

with ~, = 1.054 and ~z = —0.021. Also, in the limit of large
b,/c a very good fit to the computations is obtained with
~1 = 1.083 and ~2 = O. In (3) and (3’), Do is the downwelling
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.

distribution function [Freisendorfer, 1961] evaluated for c = a

(i.e.,no scattering) and effectively provides the dependence of

K on the geometrical structure of the in-water light field. DO
depends on the radiance distribution incident on the sea sur-
face. It can be determined from a knowledge of the relative
amounts of direct sunlight and diffuse skylight at the sea sur-

face [Gordon, 1976]. For a clear atmosphere the relative
amounts of sunlight and skylight depend on the wavelength,
with the skylight component increasing with decreasing wave-
length at the expense of the direct sunlight component. For

the direct sunlight component, DO = l/cos 190W,where 60W is
the solar zenith angle measured beneath the sea surface. In the
case of the range of Sun angles applicable to the data which
follows, this component falls in the range 1< DO <1.18. The
skylight component has DO ~ 1.2, under the assumption that
it is totally diffuse; otherwise, it is also between 1 and 1.2.
Thus for all of the data which we shall be examining, DO will
always be in the range 1.0-1.2. DO is nominally set to 1.1 in the
computations presented here, and the resulting error in [LW]~
due to this quantity should be less than ~ 10%. Note that by
definition, K = aDo when there is no scattering, i.e., c = a.
Equation (3) clearly satisfies this limit, but (3’) does not. How-
ever, the error in K is only about 20/0 at this limit, which is
compatible with the average error in K over the full range of
bf fC.

If the terms for i >1 are ignored in (2) and (3’), we find

b,
RjQ = 1, —

a+bb

and

()K = ~lcDO 1 –2 = ~lDO(a + bb)
c

(4)

(5)

so that R/Q = 11~1DObb/K. By definition, 11, Kl, and DO are
independent of the pigment concentration, so, finally,

R/Q= O.110~ (6)

The accuracy of (6) is limited by the error caused by ignoring
the terms with i > 1 in (2) and (3’). Since /2 z /1, the fractional
error in R/Q caused by dropping the i = 2 term in (2) is ap-

proximately X/( 1 + X), where X = bb/(a + b~). The largest
value of X used in this study is s 0.2, so the maximum error

in (4) is s 16%. Since K2 = K1 /50 and the maximum (1 –

bf/c) is 1, the maximum error resulting from dropping Kz in
(3’) is 2%. Typically, the error is about 1%. Thus the maxi-
mum rms error in (6) from all sources is less than z 20°/0.

Since it is only of second order in importance, the remaining
f term, 1/( 1 — rR), in (1) can be computed with sufficient accu-

racy from R/Q, using the approximation Q = R, i.e., by multi-
●

plying R/Q from (6) by n. Hence using (l), [LW]~ variations
t can be explained in terms of variations in K and b~, and these

quantities must then be related to C. It should be noted that
unlike earlier models [Carder et al., 1985, 1986a, b; Gordon
and Morel, 1983] which actually modeled the diffuse reflec-
tance, R, this is a direct model of the water-leaving radiance

itself.

Choice of Model Parameters

Although, K is not an inherent optical property and there-
fore does not rigorously satisfy Beer’s law (in contrast to a),
Smith and Baker [1978a, b] and Baker and Smith [1982] had

considerable success in modeling the results of experimental
measurements in Case 1 waters (and those waters where ab-
sorption, rather than scattering, is the dominant contribution
from each of the attenuating constituents) with

K= KW+KC+ KY, (7)

where Kw, KC, and KY, are the partial contributions to K due
to water, phytoplankton, and optically relevant dissolved
organic material, called yellow substances (YS). KC is the value
of K — Kw for a given C in waters for which YS were believed
to play a minor role in the determination of K. It was ap-
proximated as a function of C by the envelope of the mini-
mum values of K. Baker and Smith [1982] determined that

Kc = kCC exp { – [kc’ log lo (C/CO)]2} + 0.001 C2 (8)

where k., kc’, and CO are dependent on wavelength and are

tabulated for C < 10 mg m-3. Note that in (8), K depends on
C in a nonlinear manner. This is a manifestation of the fact
[Hobson et af., 1973; Smith and Baker, 1978a] that as the
concentration of phytoplankton increases (and thus the pig-
ment concentration also), the ratio of phytoplankton carbon
to detrital carbon also increases. Thus in the two-component
absorption system of phytoplankton and its detrital material,
the relative amounts of the components vary with the pigment
concentration, forcing the total absorption to be a nonlinear
function of the pigment concentration. In addition, as the
chlorophyll concentration, and hence the pigment biomass
and scattering, increases, the attenuation due to phytoplank-
ton is increasingly influenced by scattering. This scattering
contribution to the difluse attenuation due to phytoplankton
is nonlinear, and the departure from Beer’s law is accommo-
dated empirically in the Baker and Smith bio-optical model.

The absorption of YS is known to increase approximately

exponentially with decreasing wavelength from the visible to
the ultraviolet, i.e.,

a,,().) = aY,(j.,) exp [– S(). – 2,)] (9)

where 2, is a reference wavelength usual[y in the ultraviolet. S

determines the spectral dependence aY~ and is found to be

approximately 0.014 nm -‘ [Bricaud et al., 1983b, and refer-
ences therein]. The concentration of YS is specified by provid-
ing aY,(ir). The measurements of Bricaud et al. [1983b] for

oceanic waters indicate that in some oceanic areas, e.g., the
equatorial divergence in the Gulf of Guinea, or areas not in-

fluenced by fresh water, e.g., the Mauritania upwelling
region, there appears to exist a minimum or “background” YS
concentration which is independent of C but which vanishes
for oligotrophic waters such as the Sargasso Sea. This back-
ground concentration corresponds to aY,(375) = 0.06 m -1.
Above this background, there is a fluctuating component
which is also independent of C.

Since YS are dissolved and for all practical purposes do not
scatter, (5) shows that KY, z DoaY$. Therefore KY, can be as-

sumed to be proportional to aY,. In the Baker-Smith determi-
nation of KC, the fluctuating component appears as noise
above the K — C envelope and thus would not be included in
their K=. In contrast, the background would provide a con-
stant addition to K for all C, except in the oligotrophic waters,
and hence would be included in the envelope estimating K=.
Note, however, that the experimental data used by Baker and
Smith for the lowest pigment concentration were measured in
the Sargasso Sea, which is virtually free of YS, so their K, at
very low pigment concentration is free from the YS back-
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ground. Therefore we conclude that the optical effect of any

background component of the YS is already included in KC.
KC also includes the optical effect of any natural phytoplank-

ton detritus, e.g., fragments of broken cells, etc., which may

covary with C. We take

KY.(2) = DO[aY,(375) – 0.06] exp [ –0.014(J. – 375)] (lo)

and use (10) only for the fluctuating YS component. Equations
(7), (8), and (10) are adopted for the estimation of K in (6).

It remains only to relate bb to the phytoplankton pigment

concentration. We note first that bb contains a component due
to phytoplankton and their associated detrital material, (bb)p,
and a component due to pure seawater, (bb)W,i.e.,

bb = (bb)W+ (b,),

Then we define the backscattering probability bb,

b, = h,b

and note that for Case 1 waters the scattering coefficient at
550 nm has been empirically related to the pigment con;
centration [Morel, 1980] through

b(550) = b°C062 (11)

where, if C is numerically equal to the pigment concentration

in milligrams per cubic meter, b“ ranges from 0.12 to 0.45
m-1, with a mean value of 0.3 m – 1 adopted by Gordon and
Morel [1983]. Since the total scattering due to pure seawater
is significantly less than the total scattering by particulate
(mostly in the forward direction), we can take b(550) to repre-
sent the particulate scattering alone. The wide variation in
scattering for a given C implied by (11) (about a factor of 4) is,
at least in part, due to variations in the species composition of
the waters under examination. Bricaud et al. [1983a] have
shown that the specific scattering coefficient (scattering per
unit pigment concentration) varied by nearly an order of mag-
nitude over the four species which were studied. Another
source of this natural scattering variability is variation in the
relative concentrations of phytoplankton and phytoplankton
detrital particles. It is interesting to note that although the
relationship between K and C is also empirical, the data for
Case 1 waters do not show the large variance about the mean
curve that the scattering data show (compare Gordon and
Morel [1983, Figures 5 and 7]). Measurements of oceanic and
coastal volume-scattering functions indicate that bb is usually
only 1-20/0 of b, which implies that for most Case 1 waters at
moderate pigment concentrations, a >>bb. Thus K is largely
determined by the absorption coefficient, and hence its vari-
ation with C is determined by the variation of the absorption
of phytoplankton and their associated detrital material with
C. Sathyendranath [1981], in examination of the specific spec-
tral absorption coeNleient aC*(i) for five speeies of cultured
phytoplankton, finds that when normalized to one wavelength
(440 rim), they all have essentially the same spectrum. Fur-
thermore, this spectrum agrees very well with that determined
for naturally occurring phytoplankton (normalized in the
same manner) by Prieur and Sathyendratrath [1981]. Thus the
phytoplankton absorption can be reasonably well charac-
terized by a species-dependent speeific absorption coefieient
at a singIe wavelength and a species-independent normalized
spectrum. The speeific absorption coetlicient shows only about
a threefold variation over the same species for which Bricaud
et al. [ 1983u] found a tenfold variation in the specific scatter-
ing coefficient. This is believed to be one of the reasons for the

less erratic K – C relationship in comparison with the b – C
relationship. Variation in the relative amount of phytoplank-

ton and detrital absorption for a given pigment concentration

apparently is not sufficiently large to produce strong scatter in

the K – C relationship.

As mentioned earlier, the backscattering probability for sea-
water is generally about 1–2°/0, and indeed, Gordon and Morel

[1983] found that assuming (~b)P = 0.01 yielded excellent

agreement between observed and computed values of
R(440)/R(560) for pigment concentrations up to 3-5 mg m-3.
However, they also found that the agreement could be ex-

tended to higher pigment concentrations by accounting for the
variation of the backscattering coefficient with the pigment

concentration and with the wavelength. We can understand
the effect of pigment concentration on the particle back-
scattering coefficient in Case 1 waters by noting that phyto-
plankton have been determined to exhibit very low back-

scattering, i.e., (Jb)P - 0.57. [Morel and Bricaud, 1981]. At low
pigment concentration most of the particle backscattering re-
sults from scattering by phytoplankton detrital material e.g.,
fragments of broken cells, etc. As the phytoplankton con-
centration increases, the ratio of viable phytoplankton to
detrital particles also increases, so at higher concentrations the
phytoplankton have a relatively larger effect on the optical
properties of the medium than they do at lower con-

centrations (see the earlier discussion concerning the nonlinear
relationship between K, and C). Thus we expect the particle
backscattering probability (&~)P to decrease as the pigment
concentration increases, and we assume that at 560 nm, (~b)P
varies from 20/. at C = 0.1 mg m-3 to 0.5°/0 at C = 20 rng
m-3.

Following Gordon and kforel [1983], we assume that (bb)p
varies with wavelength and pigment concentration according

to the law

(b,)p = A(;.)CB(’) (12)

where ,4(;.) and B(;.) are wavelength-dependent constants, with
.4(;.) m b“. The influence of wavelength on (bb)p is established
on the basis of two observations: (1) at low pigment con-
centrations (C <0.1 mg m-3, the scattering coetTrcient b for
ocean water exhibits approximately a ;.- 1 wavelength depen-
dence; and (2) at wavelengths at which particles are strongly
absorbing, their scattering is reduced such that their total at-

tenuation is only weakly dependent on wavelength. Thus if for
the purposes of the present model all the wavelength depen-

dence of (bb)p is placed into (b~)p, (~b)p for C <0.1 mg m-3
should be (560/i.) x 2°/0, and to account for the depressive
effects of absorption on scattering, (~~)P is taken to be 0.30/0 for
C = 20 mg m-3 at wavelengths within the pigment absorption
bands and 0.57. outside the bands. These limits combined
with (11) establish the constants A(j.) and B(l) in (12). The
resulting values of these constants for the wavelengths used in
the work with b“ = 0.3 m-* are given in Table 1, along with
the backscattering of pure seawater derived from the measure-
ments of Morel [1974]. This defines all of the parameters
required in (6) to relate [LW],Vto C, using ( I).

COMPARISON Wrrri EXPERISIENTAL DATA

Surface Data

We now compare the results of this model with the experi-
mental data for Case 1 waters colleeted by Clark [1981] in
support of the e~ort to establish pi-merit algorithms for the
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TABLE 1. Parameters A and B Used in the Model, Along With
(b,) ~,

A (X 1000), (b,),. :_ /000),
h, nm m-i B

443 3.0 0.22 2.47
520 3.3 0.35 1.20
550 3.3 0.36 0.97

CZCS. Figures 1, 2, and 3 provide the normalized radiance at
443, 520, and 550 nm, respectively, as a function of the pig-

ment concentration derived from Clark’s data (points), along
with the computations from the model described previously

(lines). The vertical bars on the data points are used to indi-
cate an estimated ~ 10°/0 error in the experimental radiance
measurement. The three curves correspond to different values

of the scattering coefficient at 550 nm for a pigment con-

centration of 1 mg m-3, i.e., b“. The lower curve corresponds
to 6° = 0.12 m-1, which gives the lowest scattering coefficient

observed for a given pigment concentration in waters believed
to satisfy the criteria for being classified as Case 1. Similarly,
the upper curve is for b“ = 0.45 m-1, which gives the largest
scattering observed in Case 1 waters. Finally, the middle curve
results from the mean value of b“, chosen by Gordon and
Morel [1983] to be 0.30 m-1. The concentration of YS over
and above the “background” is taken to be zero, i.e., the

“background” YS concentration, as described earlier, has been
assumed to be included in K,, and aY~(375)in (10) is taken to
be 0.06 m-1. Nearly all of the data are seen to fall between the
limiting curves characteristic of the observed natural varia-
bility in scattering for Case 1 waters. In fact, considering the
estimated 10O/. error associated with the experimental
measurements, all of the dat~ with one exception, fall within
this limiting range. This is particularly significant, because the
data used to specify the model parameters were obtained in
different regions of the world’s oceans. The scattering data of
Morel and coworkers relating b and C were mostly collected
off the African coast and in the Meditteranean Sea, with a few
samples from the Sargasso Sea. The irradiance data of Smith

3.00 . , , I I , 111 , r # , I I 11 , , 1 , ! ,rr

:

G

E
ma 2.00 ~

E
;

~

z 1.00 —~
*

~

o.oo- , , , , , , ,, t ,

0.01 0.10 1.00 10.0

PIGMENT CONCENTRATION (mg/m3)

Fig. 1. Value of [LW(443)]M as a function of the pigment con-
centration. The curves are the results of the model with the upper
curve corresponding to b“ = 0.45 m-1, the middle curve to ~“ = 0.30
m-1, and the lower curve to b“ = 0.12 m-‘. The points are Clark’s
[1981] experimental measurements.

I

o.oo~

0.01 0.10 t .00 10.0

PIGMENT CONCENTRATION (mg/m3)

Fig. 2. Value of [LW(520)]N as a function of the Piment con-
centration. The curves are the results of the model, with the upper
curve corresponding to b“ = 0.45 m-‘, the middle curve to b“ = 0.30
m-1, and the lower curve to b“ = 0.12 m-‘. The points are Cfark’s
[I981 ] experimental measurements.

and Baker, providing the relationship between K and C, were
for the most part collected in the Pacific off the California
coast, with a few samples from the Sargasso Sea. Clark’s
radiance-C data were collected in the Middle Atlantic Bight,
the Gulf of Mexico, the Sargasso Sea, and the Gulf of Califor-

nia. The close agreement between the model and the measure-
ments is remarkable, and it attests to the care exercised by the
investigators in calibration and in performing the measure-
ments. It also suggests that waters which by definition belong
to Case 1 seem to have similar optical properties, within well-

defined limits, regardless of their location (however, see later
discussion) and that an algorithm for retrieving C from

[LW(i.)]~ which is developed in a particular subset of Case 1
waters, i.e., in a particular region, may have far wider applica-
bility.

It is also gratifying that the envelope of the minimum radi-
ance for a given C appears to follow closely the predictions of
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0.01 0.10 1.00 10.0

PIGMENT CONCENTRATION (mg/m3)

Fig. 3. Value of [LW(550)],V as a function of the plgmerst con-
centration. The curves are the results of the model, with the upper
curve corresponding to 6° = 0.45 m-*, the middle curve to b“ = 0.30
m-’, and the lower curve to b“ = 0.12 m-’. The points are Clink’s
[198 1] experimental measurements.
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Fig. 4. Values of b0(443) and b0(550) required to bring the model
predictions and Clark’s [198 1] experimental measurements into
agreement.

the model. This suggests that the model can be used to deter-
mine the minimum water-leaving radiance to be expected for a
given pigment concentration, a fact which will be very useful
in application to image analysis.

The model clearly attributes the large scatter in the data for
C >0.4 mg m-3 to variations in the backscattering coefficient
of the phytoplankton which make it difficult to estimate the
pigment concentration from the radiance in a single band,
even in the blue. However, given the pigment concentration, it
appears that the model may be capable of broadly classifying
the scattering characteristics of the phytoplankton. This sug-
gests a possible avenue for deriving some species-dependent
information from ocean color observations.

Examination of Figures 1-3 indicates that it is not possible
to find a single value of b“ which will fit the experimental data
at all wavelengths. However, this is to be expected because
each individual station is likely to be characterized by a differ-
ent value of b“, so the key question is, will a single value of b“
suflice to characterize [LW(i)],v for a given location? To
answer this question, we have inverted the model to compute
the values of b“(j.), which will bring the model and the obser-
vations into agreement for each measurement. The results are
provided in Figure 4, in which b0(443) and b0(550) are com-
pared, and Figure 5, in which b0(520) and b0(550) are com-
pared. (Note that the notation be(i) does not mean the value
of b“ at the wavelength i, but rather, it stands for the value of
b“ at 550 nm that will produce agreement between the ob-
served and measured [LW]~ at the wavelength 2). Figures 4
and 5 show that the required b“ are approximately linearly
related to one another, but there appears to be an offset bias
between the various wavelengths, e.g., for a given station the
required b“ at 520 nm is somewhat higher than that at 550
nm. In fact, comparison of Figures 2 and 3 (or Figure 5) shows
that at low pigment concentration (C <0.4 mg m-3, a value
of 0.26 m- * is desirable at 520 nm, while a value of about 0.20
m-‘ is required at 550 nm to bring the model into agreement
with the data. This particular bias may result from a small

systematic error in the calibration of the radiometric data.
This model can of course also be used to compute radiance

ratios as a function of the pigment concentration. As men-
tioned earlier, Figures 1 and 3 show that a value of b“ z 0.2
m -‘ fits the experimental radiance very well in the low range

of the pigment concentration. Figure 6 compares the ratio of

the normalized radiances at 443 and 550 nm computed using

the model with b“ = 0.2 m- * with Clark’s experimental data.

It is noteworthy that the variance in the radiance data, com-

pared to the model for C >0.4 mg m -3, is considerably re-

duced in the ratio. Figure 7 similarly shows the ratio of the
normalized radiances in the two green bands as a function of
C. Again, the scatter is considerably reduced, but in this case
the model does not predict the correct ratio because the data
at these two bands favor considerably different values of b“.
Choosing different values of b“ for each wavelength improves
the fit; however, no combination of values appears to provide
as satisfactory a fit as that in Figure 6. The reduction in the
scatter realized in the ratios as compared to the individual
radiances is significant. It shows that the radiance ratios are
somewhat immune to the natural variation in phytoplankton
backscattering, which is likely to be one of the reasons for the
success of ratio algorithms [Clark, 1981; Gordon and Clark,
1980; Gordon et al., 1983b; Morel, 1980; Smith and Baker,
1982; Smith and Wilson, 1981] in the retrieval of pigment
concentrations. But more importantly, it suggests that a uni-
versal ratio algorithm can be used to estimate C in Case 1
waters independently of the scattering variation. This could
provide the estimate of C needed to derive the species-related
information mentioned earlier.

Comparison of Figures 6 and 7 shows that the ratio
[LW(443)]~/[LJ550)]~ is more sensitive to changes in the pig-
ment concentration than the ratio [LW(520)]~/[LW(550)]N, pro-

vided that C s 5 mg m-3, suggesting that the blue-green ratio
should be used for estimating the pigment concentration up to
this level. Furthermore, the model provides a far better tit to
the data in Figure 6 than the linear fits [log C = log a + B log
(ratio)] presently in use. We recommend using the model with
b“ = 0.2 m-1, which provides the best fit to the data in Figure
6 over the entire range of pigment concentrations. (Note that
the ratios presented in Figures 6 and 7 are ratios of normal-
ized water-leaving radiances and will differ somewhat from
ratios of unnormalized radiances.) At the higher pigment con-

centrations most of the variation in the blue-green ratio is due

to [LW(443)]~, and this variation is very small, i.e., about 0.1
mW cm-z pm sr, as C varies from 1 to 5 mg m-3. Under
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Fig. 5. Values of b0(520) and b0(550) required to bring the model
predictions and Clark’s [198 1] experimental measurements into
agreement.



GOXDON ET AL.:OCEAN COLOR RADIANCE MODEL 10,915

optimum viewing conditions, i.e., small 80 and a clear atmo-

sphere, this represents a variation in LW of a little over two
CZCS digital counts (DC); however, because the radiometric
sensitivity of the CZCS degraded with time in orbit [Gordon et
al., 1983a], the actual variation in LW over this pigment range
could be less than 1 DC. (At launch, 1 DC ~ 0.045, 0.031, and
0.025 mW em-z pm sr, at 443, 520, and 550 nm, respectively).
Thus the sensitivity of this ratio at high pigment con-
centrations ( * 1–5 mg m-3, is poor in the CZCS; however,
designs for future sensors such as the Ocean Color Imager

[Walsh, 1982] have expanded radiometric sensitivity, which
will partially overcome this problem.

As mentioned earlier, the model suggests the possibility of
obtaining additional information concerning the bio-optical
state of the water, over and above the pigment concentration.
The extra information is, of course, an estimate of b“. The
methodology for this is straightforward: fist, use F]gure 6 to
determine the pigment concentration (recall that this ratio is
nearly independent of b“; then, given C, the model is inverted
using [LW(550)]~ to estimate b0. This band is ideal for the b“
estimation, since the model indicates that [LW(550)]~ is only
weakly dependent on the pigment concentration, and hence
errors in the estimate of C will only weakly influence the
resulting b“. The data in Figure 3 show a total variation in
[LW(550)]~ of about 0.32 mW cm- 2pm sr or about 13 CZCS
DCS. If atmospheric correction can be performed to an accu-
racy of about 1–2 DC at 550 nm, then it is possible to broadly

classify the scattering parameter b“ into three levels: b“ <0.25
m-1; 0.25< b“ <0.35 m-]; and b“ >0.35 m-1, i.e., “soft;
“medium,” and “hard” scatterers. For a relatively clear atmo-
sphere (L~(670) x 0.5 mW cm -2 /m sr) this requires the atmo-
spheric correction parameter 8(550, 670) (see the appendix) to
be known to slightly better than ~ 0.1, while for more turbid
atmospheres a correspondingly more accurate value of & is
required. Typically, 0.9< 8(550, 670) < 1.2, so choosing a
mean of 1.05 implies a maximum error de = +0.15, which is
very near the required accuracy for a relatively clear atmo-

sphere. The key then to using a technique such as this to find
both C and b“ in the general case is an accurate determination
of the atmospheric correction parameters e.
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Fig. 6. The radiance ratio [LW(443)],W/[LW(550)]M as a function of
the pigment concentration. The curve is the result of the model, with
b“ = 0.20 m-1. The points are ClarKs [1981] experimental measure-
ments.
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Fig. 7. The radiance ratio [LW(520)]~/[LW(550)]M as a function of
the pigment concentration. The curve is the result of the model, with
b“ = 0.20 m-1. The points are Clark’s [1981] experimental measure-
ments.

Satellite Data

For the waters which may be classified as Case 1, the model
predicts that in the absence of variations in the scattering
properties of the phytoplankton and their a3soeiated detrital
material, as manifested by variations in b“, the normalized
water-leaving radiance [LW(2)]~ at 520 and in particular at

550 nm should depend very little on the pigment con-

centration. That is, in Figures 2 and 3 the model shows that
for a given value of b“ the variation of [LW(l)]~ around their
low-C values should be less than about ~ 207.. The radiance
at 443 nm, on the other hand, is very strongly dependent on
the pigment concentration in the range 0.1< C <1.0 mg
m-3, Thus aside from the scattering variations, any variations
in pigment concentration in this range should lead to strong
variations in the radiance in the blue combined with little

radiance variation in the green. At still higher pigment con-
centrations the ocean would essentially become a blackbody
in the blue, again, with little or no variation in the green. &n
example of these observations is presented in Plate 1, which
provides CZCS imagery of [LW(j.)],v and C of the Middle At-
lantic Bight, Georges Bank, and the Gulf of Maine from orbit
3240 (June 15, 1979). This image was atmospherically correct-
ed, using values of the atmospheric correction parameters E

determined in the warm core ring near the center of the image.
The standard bio-optical algorithms produced exeellent agree-
ment between ship-measured and satellite-estimated pigment
concentrations along a ship track from Georges Bank north of
the ring to the western edge of the image [Gordon et al.,
1983b]. Figure 8 provides the values of [LW(l)]~ at 443, 520,
and 550 nm along the line from the warm core ring across

Georges Bank into the Gulf. The data are extracted from 100
equally spaced points (indicated by “entry number” on Figure
8) along the track and have been smoothed by applying a
five-point running average. Along the line the pigment con-
centration varies from about 0.07 mg m – 3 in the ring to near
1 mg m-3 on Georges Bank to about 0.3-0.5 mg m-3 in the
Gulf of Maine. The variation in the [LW(J)]~ is similar to that
predicted by the model, i.e., a very large variation in [LW(A)]M
in the blue accompanied by relatively small variations in
[LW(j.)]~ at 520 and 550 nm. The variance in [LW(520)]~ and
[LW(550)]~ is seen to fall within the confines of Clark’s [1981]
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Plate 1. Image of [.f-W(443)]~,[LW(520)]~,[LW(550)]Nand C from orbit 3240 (June 15, 1979), with a track plamd on the
image.
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Plate 2. Image of [LW(443)]V, [LW(520)]W [LW(550)]~, and C from orbit 17,668 (April 24, 1982A with two tracks placed on
the image.



10.918 GORDON ET AL.:OCEAN COLOR RADIANCE MODEL

O*lt 3240

. Sso “m

1.0 —

t -1
o.o~

25 50 75

Entty Number

Fig. 8. Extracted values of [LW(443)]N, [LW(520)]N,and [LW(550)]M
along the track in Plate 1.

experimental data and thus can be expIained by Case 1 vari-

ations in 6°. Also, the variations of [LW(2)]~ at 520 and 550
nm are highly correlated, supporting the contention that most
of the variation in these bands is due to variations in scatter-
ing. This image is an example for which the model provides an
adequate explanation of the observed radiance variations.

There are situations for which the model fails to explain the
radiance variations, e.g., regions that show significant and si-
multaneous radiance variations in all three spectral bands
over and above those expected on the basis of the natural
variations in b“ observed in Case 1 waters. Plate 2 shows an

example of [LW(l)]~, along with the pigment concentration

computed from an image of the Middle Atlantic Bight ac-
quired on April 24, 1982, in conjunction with the Warm Core
Rings Experiment. In contrast to the image in Plate 1, in
which the slope waters show low productivity, this image was
acquired during the spring bloom when the pigment con-

centrationsreached= 5 mg m-3 [Brown et al., 1985]. This
image was atmospherically corrected using .s determined in the
clear-water regions of the Gulf Stream. The blue image taken
alone would suggest that there are three regions of low pig-
ments: the Gulf Stream, the Warm Core Ring (WCR) near the
center .of the image, and the bright area southwest of the ring.
Examination of the two green bands shows the characteristi-
cally low variation in the radiance (especially at 550 nm) over
most of the image, except for the very bright area to the
southwest of the ring which was seen in the blue image as well.
Thus on the basis of the radiance model, there is no justi-
fication for assuming that this particular area is low in pig-
ments. It is interesting to note that a seeond WCR to the
southwest of this bright area is clearly visible in the green
imagery, while only a tram of it can be seen in the blue. This
second WCR must have a high pigment concentration by
virtue of its low radiance in the blue, but the appearance of
structure in the green bands indicates that there must be sig-
nificant variations in swttering. In fa~ we believe, as the

model suggesta, that virtually all of the structure that is seen in
the two green bands in this image, and especially that seen at
520 and 550 nm, is due to variations in scattering. It is useful

to quantify the variations in radiance over some of the fea-
tures of the image in Plate 2. For this purpose we have extrac-
ted the normalized water-leaving radiances along the red and

i
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Fig. 9. Extracted values of [LW(443)],Y [LW(520)]M, and [LW(550)]N
along the red track In Plate 2.

green tracks drawn on the image. In this case the data were
extracted at 300 points along each track, and a 10-point run-
ning average was computed. The result of this extraction is
shown in Figures 9 and 10 for the red and green tracks, re-
spectively. Maximum radiances of 1.0, 1.3, and 1.1 mW cm-2
#m sr for 443, 520, and 550 nm, respectively, were observed
near entry number 60 (close to where the two tracks intersect).
These maxima do not appear on the graphs because of the
considerable smoothing caused by the averaging procedure.
Over both tracks, with the exception of the low pigment re-
gions, i.e., the Gulf Stream (entry numbers >190 in Figure 9)
and the warm core ring (entry numbers 15&225 in Figure 10),

[LW(l)]~ in all three bands increases and decreases simulta-
neously, again suggesting that the variations are due to vari-
ations in scattering. However, in contrast to the image in Plate
1, the radiances in the bright areas where the two tracks inter-
sect are significantly larger than can be explained on the basis
of the model, i.e., a value of b“ >0.45 m-1 is required to
produce the high values of [LW(2)]~ at 520 and 550 nm. In
fact, b“ >1 m-’ is required by the model to yield an [LW(2)]~
at 550nm of 1 mW em-z ~m sr at a pigment concentration of
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Fig. 10. Extracted values of [LW(443)] ~, [Lw(520)]~, and [LW(550)]~
along the green track in Plate 2.
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1 mg m-3, far in excess of that allowed for Case 1 waters
[Gordon and Morel, 1983]. The bright areas in these images
are known to have been populated by blooms of the coc-
colithophroid Erniliana huxleyi (P. Blackwelder, unpublished
data, 1982). These cells are covered with scales (called coc-
colith) which become detached and can reach concentrations
10-20 times that of the cells themselves. Although this phe-
nomenon of scale detachment apparently does not occur in
laboratory-cultured suspensions of coccolithophorid cells, coc-
colith have been studied in the field using CZCS imagery
[Holligan et al., 1983] and are characterized by extraordi-
narily highbackscatteredsolarradiance.Unfortunately,there
appearsto be little or no correlationbetweenthe con-
centrationof detachedcoccolith and E. huxleyi cells, i.e., the
pigment concentration. Bricaud et al. [1983a] have shown that
laboratory cultures of E. huxleyi also possess strong scattering
compared to other species of phytoplankton, but this is a
characteristic of the cells themselves, not detached coccolith.
The high reflectance of the water is believed to be due to the
presence of these coccolithophorid blooms, which include cells
and detached coccolith. The introduction of this additional
component, detached coccolith, necessitates a modification of
the model and the introduction of at least one other parame-
ter. It also poses a problem in the definition of Case 1 waters,
since a portion of the high scattering is due to the detached
coccolith, which do not covary with C. However, since the
optical properties of the water are controlled principally by
phytoplankton and their associated detrital material, the coc-
colith, it meets all the formal criteria for classification as Case
1. We suggest that these waters be classified as Case 1 regard-
less of their high scattering; however, it must be realized that
the Morel Case l–Case 2 classification [Morel and Prieur,
1977] can no longer be made solely on the basis of the re-
motely determined optical properties alone; the physicaf set-
ting in which the observations are made must also be con-
sidered.

Considering the possible impact of detached coccolith on
the flux of carbon out of the euphotic zone in the oceans, a

of ocean color remote sensing must be an estimation of
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Fig. 11. Value of [LW(443)]N as a function of the pigment and
yellow substances (YS) concentrations. The curves are the results of
the model, with b“ = O.jO m-1, and different curves correspond to
ditTerent concentrations of YS. From top to bottom, the curves corre-
spond to C,, = u-(375) – 0.06 m -1, of O, 0.012, 0.024, 0.036, 0.048,
and 0.06 m-i. The points are Clark’s [198 1] experimental measure-
ments.
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Fig. 12. The radiance [LW(520)]N as a function of the pigment and
YS concentrations. The curves are the results of the model, with
b“ = 0.30 m -1, and diflerent curves correspond to different con-
centrations of YS. From top to bottom, the curves correspond to
C,. = aY,(375) – 0.06 m-1, of O, 0.012, 0.024, 0.036, 0.048, and 0.06
m- 1. The points are C/arFs [1981] experimental measurements.

their concentration. Also, since their presence interferes with
remote estimates of the pigment concentration, another goal
must be the appropriate modification of bio-optical algo-
rithms for application to coccolithophore blooms. Both goals
require detailed knowledge of the inherent optical properties
of the detached coccolith. Application of the present model
for estimating the relevant optical properties is described later
in this paper.

Efiect of Yellobv Substances

Finally, we consider the inffuence of YS fluctuations over
and above the “background” level, which we hypothesize to be
already included in KC, on [LW(j.)]N Figures 11, 12, and 13
show the effect of these YS on [LW(l.)]~ for b“ = 0.3 mg m-3
and YS concentrations, CYs = aY~(375)– 0.06 m-1, of O, 0.012,
0.024, 0.036, 0.048, and 0.060 m-‘. As expected, the added
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Fig. 13. The radiance [LW(550)]W as a function of the pigment and
YS concentrations. The curves are the results of the model, with
b“ = 0.30 m-1, and different curves correspond to ditTerent con-
centrations of YS. From top to bottom, the curves correspond to
CP = aY,(375) – 0.06 m-1, of O, 0.012, 0.024, 0.036, 0.048, and 0.06
m- 1. The points are Clark’s [1981] experimental measurements.
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Fig. 14. The radiance ratio [Lw(443)N/[~w(550)]N as a function of
the pigment and YS concentrations. The curves are the result of the
model with b“ = 0.20 m- ]., and different curves correspond to differ-
ent concentrations of YS. From top to bottom, the curves correspond
to Cm = UY,(375)– 0.06 m-1, of O, O.01~ 0.024, 0.036, 0.048, and 0.06
m- 1. The points are Clark’s [1981] experimental measurements.

absorption decreases the radiance at all wavelengths, but be-
cause of its exponential spectral variation the decrease is far
more pronounced in the blue than in the green. Clearly, the
data at 520 and 550 nm do not favor any particular value of
the YS concentration; however, the data at 443 nm obviously
favor C,. values near zero. In fact, the three data points with
the lowest pigment concentrations were obtained in the Sar-

gasso Sea, an area virtually free of dissolved organic material
[Bricaud et al., 1983b], and hence it is to be expected that
C,, = O would be appropriate for this data. (Recall that the
Baker and Smith [1982] K values for low C were also mea-
sured in the Sargasso Sea, and they are therefore free of any
background YS) For the rest of the data it is difficult to sepa-
rate the effects of varying YS from varying b“. However,h can
be accomplishedby recallingthatthevariancedueto b“ vari-
ations (which are expected to be approximately the same at
each wavelength) is strongfy reduced when radiance ratios are
formed, while the effect of YS on the ratios must be large
because of the strong spectral character of its absorption. In
Figure 14 the blue-green radiance ratio is compared with the
experimental data, using the optimized values of b0(443) and
b0(550) and CY, values from Figures 11, 12, and 13. It is clear
that this data set favors a negligible amount of YS above the

background level, when C <0.2 mg m-3, and that for larger
values of C only a modest amount of the fluctuating YS com-

ponent is required to explain much of the “noise” in the ratio.
At high values of C ( >0.5 mg m-3, the fluctuating YS comPo-
nent is seen to have very little influence on the blue-green
ratio. Furthermore, at this higher pigment level the fluctuating
component has very little effect on the actual radiances them-
selves. In fact, the YS effect is less than that induced by a
change in b“ of ~ 0.1 m-1 at 443 nm and is significantly less
at 550 nm. Thus for this data set, YS fluctuating over the
background value would not interfere with the determination
of b“ for classification of the scattering properties of phyto-
plankton and their associated detrital material described ear-
lier. It must be remembered, however, that the YS con-
centrations used here are representative of oceanic areas only.
In coastal regions the concentration can be much higher, with

aY,(375) reaching an order of magnitude or more than the
maximum concentration considered here (ay,(375) = 0-06 m- 1
above background).Forsuchhigh concentrations the sensitiv-
ity of [Lw(;.)] ~ tovariations in c clearly will ~ negfisible> and
retrieval of c from radiance measurements will be difficult if

not impossible.

APPLICATIONS

Bio-optical Algorithm Improvement

An obvious application of the current work is the replace-
ment of the standard bio-optical algorithm (i.e., a linear fit to
Clark’s [198 1] data in Figure 6) by the model result, which
provides a somewhat better fit to the data, particularly for
C > 1 mg m-3. The mode] can also serve to identify and

interpret deviations from Case 1 waters by comparison of
satellite-derived radiance with the model results.

Atmospheric Correction Improvement

Figure 3 shows that for b“ x 0.2 m- i the model reasonably

well reproduces the minimum [LW(550)] ~ observed for a given
C. Furthermore, this minimum [Lw(550)]~ is seen to be only
weakly dependent on C over the range 0.01 < C <10 mg
m-3. The total variation in the minimum [LW(550)]~ is from

0.26 to 0.32 mW cm-z pm sr, or approximately a spread of 2.4
CZCS DC. This observation can be used to aid in the atmo-
spheric correction of CZCS imagery. As described in the ap-
pendix, the atmospheric correction parameters, s(~~, 21), are
presently determined by locating clear water (C <0.25 mg
m-3, in the image for which Clark’s [1981] data show that
[LW(520)]~ and [LW(550)]~ are nearly independent of C (Fig-
ures 2 and 3). Thus [LW(2)]~ is known for 2 = 520, 550, and
670 nm, and this allows the estimation of s(520, 670) and
s(550, 670). Then 8(443, 670) is determined by extrapolation.
These e values are then used for the entire scene or subscene.
There are several problems with this procedure. First, there
may be no clear water in the scene or subscene of interest.
Next, the character of the aerosol may change over the region
of interest, and this changes the e. Finally, even in an atmo-
sphere containing an aerosol with horizontally constant opti-
cal properties, the c have been shown to vary with position.
Thus it is important to have many determinations of .s over
the region of interest, but this is usually impossible because of
the typically poor distribution of clear-water pixels. One can
use the present model, however, to compute s(550, 670) at each
pixel from the minimum [LW(550)]~, which, as discussed ear-
lier, is nearly independent of C. This field of s(520, 670) values
is incorreet because we have assumed that [LW(550)l~ is equal
to its minimum value everywhere in the scene. It is reasonable
to expect, however, that [LW(550)]~ is equal to its minimum
value at a few, hopefully well-distributed, positions in the
scene, even when C >0.25 mg m-3. Assuming that
[LW(670)]~ * O everywhere (which can be verified by looking

for oceanlike structure in the L.(670) field), the resulting field
of minimum values of s(550, 670) cars be expected to be cor-
rect. The higher values are rejected, since they were derived
from pixels where [LW(550)]~ was greater than the minimum,
with the residual interpreted as an addition to Le(550) which
increases s(550, 670). By interpreting the field of minimum .s
values it should be possible to derive 455o, 670) at each pixel
and, by extrapolation, .s(520, 670) and s(443, 670). Such a pro-
cedure has the potential for considerably increasing the accu-

racy of atmospheric corrections.
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The standard bio-optical algorithms are known to system-
atically underestimate the pigment concentration in blooms of
the coccolithophore E. Huxleyi. Unlike typical oceanic regions
at high pigment concentrations, where the water-leaving radi-
ance in the blue is too small to be useful, all of the water-
leaving radiances are high in these coccolithophore blooms,

even at high pigment concentrations. Thus the blue-green
ratio can potentially be used to estimate C in such blooms. As
described earlier, the addition of the coccolith component to
our radiance model requires the optical properties of the coc-
colith. Since direct measurements of these optical properties
have yet to be made, they must be estimated indirectly.

Viollier and Sturm [1984] have estimated the reflectance
R(A) as a function of wavelength across a coccolithophore
bloom, using CZCS imagery. Several spectra were presented
for a region where the pigment concentration was known to
range from 0.5 to 3.0 mg m-3 and the number of Coc-

colithophorid cells ranged from O to 8000 mL - i; however, the
pigment and cell concentrations for the individual spectra
were not provided. The R(2) values varied from those typical
of oceanic-coastal waters, e.g., less than 0.03-0.04 at 443 nm,
to extraordinarily high values, e.g., nearly 0.18. The high
values are believed to result from the scattering of detached
coccolith. Since detached coccolith tend to increase R(2),
while pigments tend to decrease R(l), further information is
required to separate the effects of these two components.
However, the semianalytic model presented previously can be
used to provide bounds on the optical properties of the de-
tached coccolith, if we assume they are well-mixed near the
surface. Gordon et al. [1975] show that for a homogeneous
ocean the quantity

b,x=—
a+bb

can be directly determined from R according to

X = –0.0003 + 3.077R – 4.216R2 + 3.501R3 (13)

As before, we use (3’) to relate K to a + bb; however, since the
detached coccolith are calcium carbonate and therefore non-
absorbing, bf/c will be nearly unity for this component. Thus

for the high reflectance found by Viollier and Sturm [1984] we
choose ~, = 1.083, i.e., the large b, /c linear approximation to

K (equation (3’)). The addition of nonabsorbing detached coc-
colith to the previous model then simply requires

(b,)w + (b,),+ (b,)w + (b,), + (b,)..

and

aW+ aP + (bb)W+ (bb)P= ~a ~ + (bb)CC
01 01

so X in (13) becomes

x = (bb)W+ (b,), + (b,)CC

K/DOKl + (b,)ti

where (bb),= is the backscattering coellicient of the coccolith.
Given the pigment concentration, (13) can be inverted to find

(b~).=. Since C is known to fafl within 0.5< C <3.0 mg m-3,
we can compute (bb)CCas a function of C, providing a range of
estimates for (bb)CC.AS in the model without coccolith, DO was
chosen to be 1.1. We then formed the ratio of (bb)CCat 2 to 550

[b,(A)]CC
rCC(A) =

[bb(550)]cC

Because the reflectance at 443 nm is sensitive to the pigment
concentration, rCC(443)is examined. The range of variation of
rCc(443), consistent with the known pigment range, is found to
be

1.75< rCC(443)s 2.36

i.e., for each spectrum it is possible to find a value of c be-
tween 0.5 and 3.0 mg m-3 that will yield ru(443) in this range.
Since all detached coccolith in a given bloom are presumably
similar, r==(2) must be the same for all reflection spectra. Thus
variation in R(A) from location to location should be com-
pletely explained by variation in C and the concentration of
coccolith.

It is not possible to sharpen the estimate of rcc(443) without
further data; however, we believe that rm(443) is closer to 1.75
than to 2.36. This is based on the fact that rti(443) would be
only 2.44 for particles completely within the Rayleigh scatter-
ing regime, i.e., particle size much less than A; however, the
disk-shaped coccolith have diameters of several wavelengths.
Also, the Viollier and S~urrn [1984] retrieval method would be
most accurate for spectra with high overall reflectivity. For
these spectra the lower pigment concentrations (0.5 < C <1.0
mg m-3, provided rCc(443) in the range 1.75-2.0. It seems
reasonable that the spectra with the highest reflectance at 443
nm should be associated with lower pigment concentrations,
and this also favors the lower values of rCC(443).We model the
coccolith backscattering by assuming a power law variation in
wavelength, i.e.,

()550 “
[b,(~)l., = B.. y

where BCCis a constant proportional to the concentration of

coccolith and n is a constant. Taking n = 2.5-3 yields
rcC(443) = 1.75-1.95. These values for n also provide values of

rCC(520) in the range determined from R(l), in the same
manner as rC<(443).

Incorporation of detached coccolith into our radiance

model is difficult because of the number of parameters re-
quired. We want to use the blue-green ratio to estimate C in
coccolithophore blooms because (1) there is sufficient blue
light to form the ratio even at high pigment concentrations,
and (2) this ratio is far more sensitive to C than the 520-550
ratio (Figure 7). However, this means that there are only two

pieces of data [LW(443)]tv and [LW(550)]~, available to esti-
mate four parameters: C, b“, B<C,and n. We therefore have to
fix two of the parameters. The exponent n is relatiely easy to
estimate, based on our earlier analysis, and we set n = 2.5. The
difticult problem, however, is the division of the scattering

between b“ and Em. Clearly, not all of the variance in back-
scattering can be due to Em. However, to find at least a quali-
tative picture of the effect of B- on [LW(J)]~, we essentially
assume that the variance is due to B= and set b“ = 0.2 m-1.
This value reproduces [LW(550)]M for low pigment con-
centrations and provides- a reasonable estimate for the small-
est backscattering for a given C. Figures 15, 16, and 17 show
model computations, of [LW(443)]~, [LW(550)]~, and their
ratio, respectively, as a function of BCCand C. Again, the com-
putations are superimposed over Clark’s [198 1] direct
measurements. (At 443 nm the i > 1 term in equation(2) be-
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Fig 15. The radiance [LW(443)]N as a function the pigment and
detached coccolith concentrations. The curves are the results of the
model, with b“ = 0.20 m-’, and different curves correspond to differ-
ent concentrations of detached coccolith. From top to bottom, the
curves correspond to B,= of 0.0125, 0.0100, 0.W75,0.oo50, and Ore-’.
Thepointsare ClarEs [1981 ] experimental measurements.

comes important (the error caused by its omission is >20°4),
when [LW],V~ 2.5 mW cm - z pm sr, thus the model compu-
tations in Figure 15 become inaccurate for water radiances
greater than about 2.5 mW cm -2 pm sr.) Several observations
from these computations are pertinent. First, for high pigment
concentrations, i.e., greater than about 2 mg m-3, the vari-
ation of [LW(;.)]~ with the coccolith concentration (BCC) is
roughly the same for each band. Thus the added radiance due
to the coccolith appears to be white at high pigment con-
centrations. Assuming that the pigment concentrations in the
brightest areas in Plate 2 are greater than 2 mg m-3, Figures
15 and 16 suggest that they correspond to BCCs 0.01 m-1.
Since b“ was chosen near its lower limit, these data suggest
that B=C<0.01 m -1 for the Middle Atlantic Bight in April
1982. Since the backscattering probability associated with the
coccolith is unknown, an upper limit cannot be placed on
their total scattering. Second, the effect of the coccolith on
the blue-green ratio for estimating C (Figure 17) is in the right
direction, i.e., for a given value of the ratio the pigment con-
centration will be underestimated for C >0.3 mg m -3 when
the presence of the coccolith is ignored. Third, the modified
model can be used to provide an improved estimate of C, even
though the value of b“ used in the model is probably incorrect.
This estimate would be developed by first estimating C, as-
suming that BCC= O, and then using the model to predict the
expected radiance at 550 nm. The difference between the
actual radiance and the expected radiance based on the model
and the estimated value of C is formed and used with Figure
16 to estimate BCC.This value of EC=is then used to derive the

“corrected” blue-green pigment algorithm, which will yield an
improved estimate of C. Figure 17 shows the blue-green ratio
to be most sensitive to the value of Bcf for low values, i.e.,
0 s B,c s 0.W25 m-*, while for B,e >0.005 m-1, variations
in BCCyield relatively small changes in C. Thus if the corrected
algorithm is used only for large BC=,e.g., Bce > 0.W5 m -1, a
significant improvement will result even though the value of
b“ is incorrect. Conversely, the concentration of coccolith is
proportional to EC=,and estimation of this depends strongly

on b“. For example, Figures 3 and 16 show that for C >0.3
mg m-3, b“ = 0.2 m -1 and B=== 0.0025 m-* produce
roughly the same [LW(550)]N - C relationship as b“ = 0.45
m- 1 and B,r = O.Thus this procedure can produce an error in
BCCof as much as 0.0025 m-1.
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PIGMENT CONCENTRATION (mg/m3)

Fig. 16. The radiance [LW(550)],Y as a function of the pigment and
detached coccolith concentrations. The curves are the results of the
model, with b“ = 0.20 m-1, and different curves correspond to differ-
ent concentrations of detached coccolith. From top to bottom, the
curves correspond to B~ of 0.0125, 0.0100, 0.0075, 0.0050, 0.0025, and
Om -‘. The points are Clark’s [1981] experimental measurements.

This model of the influence of detached coccoliths from E.
Huxleyi on [LW(j.)],v is not presented as a proven scheme for
analysis of CZCS imagery. In fact, the choice of the model
parameters, in particular n, may be inappropriate for other
species of coccolithophore or in instances in which the coc-
colith are not detached from the host cells [Balsh et al.,
1987]. Rather, it is presented as a likely candidate for an
approach that deserves further research. We believe this ap-
proach can be “tuned” using existing measurements in the

Middle Atlantic Bight, and we are in the process of attempting
this.

SUMMARY AND CONCLUSIONS

We have presented a model of ocean color which relates the
normalized water-leaving radiance to the pigment con-
centration for Morel Case 1 waters. In the simplest case only
one additional parameter (b”) is needed. Direct measurements
of b“ reveal a variation by about a factor of 4, which is suf-
ficient to explain nearly all of the variance in surface measure-

‘O”OE~ .
, , t I vr , , r I , I I I i , I

:
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Fig. 17. The radiance ratio [LW(443)]“/[Lw(550)]M as a function
of the pigment and detached coccolith co~’centrations. The curves are
the results of the model, with bo = ().~o m -1, and different curves

correspond to different concentrations of detached coccolith. From
top to bottom at the right edge of the graph, the curves correspond to
B,, of 0.0125, 0.0100, 0,0075, 0.00s0. 0.w25, and O m -‘. The points
are ClorNs [1981] experimental measurements.
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ments of the [LW(;.)]~ — C relationship. The model provides
an excellent fit to the blue-green ratio as a function of C for all
values of b“ that fall within the acceptable range for Case 1
waters. This explains the considerable reduction of variance
seen in the radiance ratios compared to the radiances them-
selves. Variance similar to surface measurements is also ob-
served in CZCS imagery; however, situations are found which
require values of 6° to be too large for the water to be classi-
fied as Case 1, even though no Case 2 contaminants are be-
lieved to be present, i.e., the optical properties of the water are
still controlled by phytoplankton and their immediate
detritus. In the cases examined, the apparently large values
required for b“ were believed to be due to enhanced scattering
by detached coccolith from the coccolithophorid Emiliana
huxleyi. The optical properties of the detached coccolith are
estimated from reflectance measurements, and the radiance
model is modified to include their effects. The expanded model
suggests the possibility of estimating the coccolith con-
centration. It explains the observation that the pigment con-
centrations retrieved by CZCS in E. Huxleyi blooms are gen-

erally too low.

The original purpose of developing the model was to im-

prove atmospheric correction by providing [LW(J)]~ at moder-
ate to high pigment concentrations. To this end, an important
result of the model is that the minimum [LW(550)]~ for a given

C is approximately independent of C. This can be used to
extend the “clear-water radiance” concept to high pigment
concentrations, providing a field of atmospheric correction pa-
rameters which have the property that low-pass filtering their
minimum values can provide an estimate of the correction
parameters for each individual pixel. Direct application of
these ideas, along with the model, to CZCS imagery is cur-

rently underway.
Finally, the excellent agreement between the model and the

surface measurements for waters from several locations pro-
vides strong evidence that the blue-green ratio in Figure 6 can
be considered a universally applicable algorithm for esti-
mating C in Case 1 waters that are free of YS and optically
vigorous debris such as detached coccolith.

APPENDIX: CZCS ATMOSPHERICCORRECTION

Present CZCS atmospheric correction techniques [Gordon,
1978; Gordon and Clark, 1980, 1981; Gordon et al., 1983b;

Smith and Wilson, 198 1] utilize the fact that in the open ocean,
over some range of pigment concentration, the radiance leav-
ing the ocean (water-leaving radiance) can be predicted with
high accuracy. At low to moderate concentrations the ocean
appears as almost a blackbody in the red (670 rim), and at low
concentrations the water-leaving radiance in the green (520
nm) and yellow (550 nm) bands is found to be nearly indepen-
dent of the concentration. Briefly, the sensor radiance at a
wavelength ~ L,(A), is divided into its components: L,(i), the
contribution arising from Rayleigh scattering, La(l), the con-
tribution arising from aerosol scattering, and t(i)Lw(J),the
inherent sea surface radiance diffusely transmitted to the top
of the atmosphere, i.e.,

L,(i) = L,(2) + LO(A)+ f(2)Lw(i) (Al)

where tis the diffuse transmittance of the atmosphere. La and
L, include the contribution of sky light specularly reflected
from the sea surface, but not the specularly reflected solar
beam (Sun glitter) which is avoided by tilting the instrument
away from the reflected image of the Sun. Since L,(A) and t(l)
can be computed from known properties of the atmosphere
[Gordon et al., 1983b; 1988], given LW(2) in two spectral bands

at one position, LO(A)can be found there from (Al), and the
ratio

La(~2)
~(~z, Al) = ~ (A2)

can then be formed. When the aerosol scattering phase func-
tion is approximately independent of wavelength, the single
scattering approximation shows that S is related to the optical
properties of the atmosphere through

(A3)

where P’(lz) and F(21 ) are the extraterrestrial solar irradi-
ance at 22 and 21, respectively, reduced by two trips through

the ozone layer, and S(Iz, 21) is the ratio of the aerosol optical
thicknesses at 22 and II. The S(22, 21) factors are called the
atmospheric correction parameters. They depend only on the
normalized size distribution and refractive index of the aerosol
and not on its concentration. Thus in an atmosphere in which
the aerosol variations are limited to variations in con-
centration only, e remains constant, independent of horizontal
position (even though both La(lz) and La(~l) may vary indi-
vidually). Using (A2) and (A3), (Al) becomes

LW(12) = [t(12)] -1 {Ll(i,) – L,(J,) – E(J2, ~,)[~(~z){~(~,)l

“[L,(il) – Lr(%l) – t(~,)LW(l,)l} (A4)

The specific application of this formula to CZCS is based on
the “clear-water radiance” concept [Gordon and Clark, 198 1],
which provides LW(I) at 520, 550, and 670 nm when the pig-

ment concentration is less than 0.25 mg m-3. Equations (Al)
through (A3) are then used to find the correction factors 6(520,
670), E(550, 670), and e(670, 670) at pixels with C <0.25 mg

m-3. Then s(443, 670) is found by extrapolation. This enables
determination of all of the atmospheric correction parameters
over such regions, and these parameters are then assumed to
be applicable to the whole image. In this procedure it is as-
sumed that LW(670) = O. Thus taking II to be 670 nm, (A4)
provides LW at each of the other three wavelengths (Az). For
regions where the pigment concentration is sufficiently high
that the ocean is not a blackbody in the red, an empiricaf
relationship concerning the spectral composition of the water-
Ieaving radiance is used to provide the radiance in the red
[Ausfin and Petzold, 1981], and the resulting system of equa-
tions is solved by iteration [Smith and Wilson, 1981]. These
procedures work well as long as the atmospheric correction
parameters are constant over the image: a criterion which is
reasonably well satisfied for small subscenes of a full CZCS
image if the aerosol type, e.g., continental, marine, or a partic-
ular mixture of the two, remains the same over the subscene.
However, Gordon and Casraiio [1987] have shown that even
when this criterion is satisfied for a full image, multiple scat-
tering produces a residual variation in S(J2, 11) across the

individual scan lines. Also, variations in the aerosol type often
occur in particular images of waters near continental land
masses. Thus it is desirable to be able to determine the atmo-
spheric correction parameters at each individual pixel, or at
least at a large enough number of pixels to be able to remove
the low spatial frequency variations in these parameters.
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